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Abstract 
 

Multimodal biometric-based recognition has been an active topic because of its higher 

convenience in recent years. Due to high user convenience of finger, finger-based personal 

identification has been widely used in practice. Hence, taking Finger-Print (FP), Finger-Vein 

(FV) and Finger-Knuckle-Print (FKP) as the ingredients of characteristic, their feature 

representation were helpful for improving the universality and reliability in identification. To 

usefully fuse the multimodal finger-features together, a new robust representation algorithm 

was proposed based on hierarchical model. Firstly, to obtain more robust features, the feature 

maps were obtained by Gabor magnitude feature coding and then described by Local Binary 

Pattern (LBP). Secondly, the LGBP-based feature maps were processed hierarchically in 

bottom-up mode by variable rectangle and circle granules, respectively. Finally, the intension 

of each granule was represented by Local-invariant Gray Features (LGFs) and called 

Hierarchical Local-Gabor-based Gray Invariant Features (HLGGIFs). Experiment results 

revealed that the proposed algorithm is capable of improving rotation variation of finger-pose, 

and achieving lower Equal Error Rate (EER) in our homemade database. 
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 1. Introduction 

Nowadays, to enhance the recognition rate of biometrics recognition research, multimodal 

biometric-based recognition has been a hot topic. Fusing two or more biometrics together has 

been widely used in multimodal biometric system [1, 2]. Due to its high user acceptance and 

convenience, Finger-Print (FP) [3-5], Finger-Vein (FV) [6-8], Finger-Knuckle-Print (FKP) 

[9-11] were viewed as the research objects in this paper. To reliably fuse the multimodal 

finger-feature together, the feature analysis has been a principal step. 

Recently, a lot of feature representation methods have been proposed to achieve higher 

accuracy recognition. To effectively represent the image feature, a 2DGabor filter was 

proposed by exploiting the texture information in multi-orientation and multi-scale [12, 13]. 

To solve affine transformation, partial occlusion and rotate scaling problems, a Scale-invariant 

Feature Transform (SIFT) descriptor was proposed [14], which can achieve more robust 

representation method. However, above methods could not well represent feature in case of 

illumination and rotation variation. To solve the illumination variation problem, a Local 

Binary Pattern (LBP) descriptor was proposed [15, 16]. To further improve illumination 

invariance performance of feature descriptor, a Gabor Ordinal Measure (GOM) descriptor was 

proposed, which combined Gabor wavelets with ordinal filters [17]. To improve the 

robustness of illumination and translation variations, a Local Gabor Binary Pattern (LGBP) 

was proposed, which combined the magnitude feature with Gabor filter and LBP feature [18, 

19]. Although the above these feature descriptors had achieved good effect on deformation, 

they were not effective in the case of variable finger-pose. To solve rotation variation problem, 

a Multisport Region Rotation and Intensity Monotonic Invariant Descriptor (MRRID) was 

proposed by region-level intensity analysis [20]. Nevertheless, it still has two shortcomings in 

representing three-modality finger-based features. Firstly, owing to the few number of interest 

points, the process of obtaining interest points is inappropriate in finger-based feature maps. 

This necessarily impairs the correct of finger-based recognition. Besides, the MRRID has the 

performance of rotation invariance only in representing feature based on local image. 

To effectively solve the problem of finger-pose variation, a novel robust intension 

representation method was proposed based on hierarchical model and named Hierarchical 

Local-Gabor-based Gray Invariant Features (HLGGIFs). Firstly, to enhance the illumination 

and translation invariance of finger-features, the magnitude features of FP, FV, FKP are 

extracted by Gabor filter with even-symmetric, then LBP is adopt to obtain LGBP coding. 

Secondly, finger-feature maps are processed hierarchically by variable rectangle and circle 

granules in bottom-up mode, respectively. Finally, to improve the rotation invariant 

performance, the intension of feature granules are represented by modified MRRID. 

Experiments show that the proposed algorithm has better rotation invariance result in the 

problem of finger-pose variation and achieves higher recognition rate in a homemade database. 

The flow diagram of the proposed algorithm is revealed in Fig. 1. The contributions of this 

paper and the advantages of our proposed algorithm are summarized as follows: 
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⚫ A hierarchical model of finger-feature rectangle granulation was designed based on 

LGBP descriptor, which can achieve higher accuracy and efficiency than the finger 

feature maps with more rectangle granules in the uni-layer. 

⚫ A hierarchical model of finger-feature circle granulation was designed based on 

LGBP descriptor, which can achieve higher efficiency than rectangle granulation 

based on LGBP descriptor.  

⚫ A robust intension representation method of finger feature granules with pose 

invariance was proposed by combining the hierarchical model with rectangle and 

circle granulation and local-invariant gray features, which named Hierarchical 

Local-Gabor-based Gray Invariant Features (HLGGIFs).  

⚫ The proposed finger-based feature representation descriptor can effectively improve 

the rotation invariance in the condition of variable finger-pose. 
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Fig. 1.  The Flowchart of the Proposed Method 

 

The structure of our paper is: methodology is introduced in section 2, the proposed method 

is presented in section 3, experiment results is provided in section 4, discussion is described in 

section 5, conclusion and future works are reported in section 6.  

2. Methodology 

2.1 Multimodal Finger Images Acquisition 

The finger images acquisition has been a main problem in biometric identification technology. 

Due to the difference of imaging modes and texture features among three modalities of finger, 

the bi-spectral imaging with different bands is used to acquire FPs, FVs and FKPs, 

respectively. Moreover, to ensure finger-pose consistency between imaged unimodal images, 

multimodal finger images are captured automatically and simultaneously by the homemade 

imaging system. The imaging principle and equipment are revealed in Fig. 2(a), and the region 

of interest (ROI) samples of multimodal with same finger-pose are obtained and shown in Fig. 

2(b) [21].  
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(a) The imaging principle and equipment of multimodal finger image 

 
(b) The ROI samples of three modalities with same finger-pose 

Fig. 2.  A Homemade Database Acquisition Equipment 

 

To determine the position of center pixel in granules, both the number of feature granules 

(FGs) in each layer and the number of pixels in each FG are odd. To ensure the number of 

granules based on multimodal ROI images are same in each layer, FV, FKP and FP images are 

resized in 99×207, 99×207, 153×153, respectively.  

2.2 Global Feature Extraction 

Due to the adjustable orientation and center frequency of Gabor filter, the texture features with 

various orientations of multimodal finger images are described, which enhance the line 

structure [22]. Firstly, the magnitude finger-based feature maps with eight orientations (0°, 

22.5°, 45°, 67.5°, 90°, 112.5°, 135° and 157.5°) [23] are obtained by even-symmetrical Gabor 

filter, as shown in Fig. 3(a). The formula of even-symmetrical Gabor filter is shown as 
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,  fk is the center frequency of the kth orientation, θk 

is the angle of the kth orientation, σ and γ are the scale of Gabor filter and the length-width 

ratio of envelope, respectively. In this paper, σ=4, 5, 6 based on multimodal finger images, 

namely FP, FV and FKP, respectively, and γ=1. 

Then, to extract the finger-based feature, which has no illumination and translation variation, 

the Gabor magnitude maps of FP, FV, FKP are respectively encoded by LBP descriptor [24], 

and the LGBP feature maps with eight orientations are shown in Fig. 3(b).  
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AS  , (xp, yp) is the eight neighbors of the center pixel located at (xc, 

yc). f(·) is the maps of Gabor magnitude with different orientations. 
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(b) LGBP coding  feature image 

Fig. 3.  The Multimodal Finger-based LGBP Feature Coding 

 

2.3 Local Feature Extraction 

In order to improve rotation invariance, the local gray feature vectors are formed as the 

following procedure: 

Step 1: gray-based grouping.  

The intensities of pixels are sorted in non-descending order, and divided into k groups based 

on the number of the pixels [20].  

Step 2: obtaining local gray feature vector.  

The eight nearest adjacent points of each pixel are regularly extracted. A 4-bin binary vector 

is obtained by computing difference value of opposite adjacent pixels and shown in following 

formula:   
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Where, I(.) is the intensity of pixel, Xi is the center pixel, 8,.....,2,1=jX j

i are the eight 

nearest neighboring points. 

A 16-bin gray feature vector can be calculated by mapping 4-bin binary vector into 16-bin 
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binary vector: 
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Where, fj represents 16-bin gray feature vector, and it has only one element that is 1. 

Then, all the gray feature vectors are accumulated by adding in each gray-based group .  

Finally, the added feature vectors are concatenated together to obtain the feature histogram. 

 3. The Proposed Method 

Feature extraction is essential in constructing original feature domain. Due to the illumination 

and translation invariance of LGBP descriptor, the feature maps of multimodal finger images 

are obtained by LGBP descriptor, which combined the magnitude feature of Gabor filter and 

LBP coding. As Table 1, the performance of LGBP descriptor is the best among four 

descriptors. However, its efficiency needs to be improved.  
 

Table 1. The Comparison of Different Methods 

Performance index 
Gabor 

orientation 
GOM LGBP 

Modified 

MRRID 

EER(%) 0.407 0.402 0.344 0.733 

Matching time(s) 0.161 0.197 0.451 0.110 

3.1 Finger-based Feature Extraction 

To overcome rotation variance, MRRID is used based on LGBP descriptor. However, MRRID 

only has no rotation variance in local feature analysis. So modified MRRID is adopt and the 

finger-based feature extraction steps could be summarized as following: 

Firstly, the LGBP maps of finger-based three-modality are obtained by Eqs. (1)-(2). 

Then, to overcome the disadvantage of MRRID, the LGBP maps of finger-based 

three-modality are divided into the same number of granules with different shapes and scales 

by a hierarchical model with bottom-up mode, respectively. In this paper, the structure of 

3-layer bottom-up granules is constructed, which is granulated in granules with different 

number and revealed in Fig. 4(a). Owing to the few number of interest points in 

finger-granules (FGs), the MRRID is modified by viewing each pixel as an interest point, 

which is named Local-invariant Gray Feature (LGF). The feature histogram of each FG is 

obtained by method in section 2.3. The constructed feature histogram of each FG is shown in 

Fig. 4(b), and called Hierarchical Local-Gabor-based Gray Invariant Features (HLGGIFs). 

3.2 Finger-based Feature Matching 

The processing of finger-based feature matching is achieved by the hierarchical model with 

top-down manner, which is shown in Fig. 4(a). In the matching process, the finger-based 

feature is matched from coarse-grained granules to fine-grained granules. If the feature 

histograms of coarse-grained granules are not matched, the matching process is stopped. Due 

to higher efficiency of coarse-grained granules matching, it has some advantages in matching 

efficiency. 
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(a) The schematic of 3-layer bottom-up granulating processing 
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(b) The feature histogram of multimodal finger granule image 

Fig. 4.  The Multimodal Finger-based Granule Features 

 4. Experimental Results 

The homemade database totally contains 3000 sets of FP, FV, FKP, respectively, which 

includes 300 people and 10 samples are obtained by each person. It has two following traits, 

the one is that the same finger-based ROI images are collected in different time, which can 

ensure finger-pose variation between acquisition times, the other is that three-modal images of 

a finger are obtained in same time, which can ensure finger-pose invariance between modals. 

4.1 The Analysis of Poses Reliability  

To prove the rotation invariance of the proposed method, four FV images with variable poses 

are selected and shown in Fig. 5. They belong to one person. Moreover, due to only 

considering feature representation performance of proposed descriptor and not considering 

feature matching performance, uni-level LGGIFs is used for comparison. 
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 ①           ②            ③           ④ 
Fig. 5.  The Variable Pose of FV Images 

 

Because of the final finger-based feature is represented by histogram, the histogram 

intersection method [25] is adopt for measuring the similarity of feature histograms with 

different finger-pose. 
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Where, Hm1(.), Hm2(.) represent matching feature histograms, respectively, L represents the 

histogram dimension.  

 

Table 2. The Similarity Coefficient of Histogram 

Labeled matching 

images 
①

—② 

①—

③ 

①—

④ 

②—

③ 

②—

④ 

③—

④ 

Gabor Orientation 0.6655 0.6324 0.7062 0.7113 0.6365 0.6166 

Gabor Magnitude 0.6503 0.6353 0.6269 0.6680 0.6330 0.6029 

LGF 0.4554 0.3618 0.5782 0.7110 0.3702 0.3225 

GOM [17] 0.6815 0.6552 0.6317 0.6791 0.6435 0.6211 

LGBP [18, 19] 0.6872 0.6671 0.6591 0.6860 0.6473 0.6293 

GLGF [27] 0.7006 0.6795 0.7123 0.7279 0.6902 0.6847 

GOLGF [28] 0.6972 0.6753 0.7093 0.7287 0.6915 0.6902 

Uni-level LGGIF 0.7126 0.6875 0.7223 0.7382 0.6995 0.6928 

 

As Table 2, the proposed descriptor can effectively deal with the issue of different 

finger-pose by comparing it with some existing methods.  

4.2 The Evaluating Indicators 

It is found that Receiver Operating Characteristic Curve (ROC) is widely used in matching 

algorithms for testing performance index. It combines False Acceptance Rate (FAR) with 

False Rejection Rate (FRR) and reflects the relationship between finger recognition system 

Features 
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evaluation indexes. Here, FAR represents that the finger characteristics of different 

individuals are considered to be the finger characteristics of the same individual. FRR 

represents that the finger characteristics of the same individual are considered to be the finger 

characteristics of different individuals. They reflect both the reliability and practicability of the 

system. The point corresponding to the equivalence between FAR and FRR is the optimal 

point in the identification system, which is named Equal Error Rate (EER). The smaller value 

is, the more robust performance of the identification system. 
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Where, Inner_S denotes the number of matching on same individual’s finger image, Inter_S 

denotes the number of matching on different individuals’ finger image, All_InnerClass 

denotes the number of matching for all samples of same individual, All_InterClass denotes the 

number of matching for all samples of different individuals. 

 

                           )1(_ −= CountCountClassNumInnerClassAll                         (8) 

 

                CountCountClassNumClassNumInterClassAll −= )1(_                (9) 

 

Where, ClassNum represents the number of individual, Count represents the number of 

multimodal finger image of one person.  

4.3 The Parameter Selection 

In the processing of finger-based recognition method based on multi-layer, the similarity 

measure thresholds of higher layer are selected when FAR is smallest and FRR is zero, so the 

thresholds of the second layer and the third layer are respectively set to 0.6447 and 0.6564 

based on rectangle granules, and the thresholds of the second layer and the third layer are 

respectively set to 0.8004 and 0.8149 based on circle granules. 

In the process of robust representation, the parameters would impair the recognition 

performance of finger-feature representation, which are the number of gray-based groups (k) 

and finger-feature granules (N), respectively. To conveniently obtain the center of circle 

granules, the N value in each layer is set as 9×9, 3×3, 1×1, respectively. The comparison of 

different k with the same N is shown in Fig. 6, the figure shows that the finger-feature 

recognition in each layer achieves better in k=4, 6, 8, respectively. 

4.4 The Recognition Results 

To verify the rotation invariance performance of the finger-based representation method, the 

finger images are obtained by 300 people and 10 variable poses based on each person in 

homemade database. Moreover, the proposed method is implemented using MATLAB 

R2014a. 
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(b) second layer 
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Fig. 6.  The Compare Results of Different k in Three Layers 

 

The identification result of proposed algorithm is revealed in Fig. 7, the figure reveals that 

identification performance of proposed method is best among three methods. Moreover, the 

matching performances of the different feature representation algorithm are placed in Table 3. 

Further, the matching results of the proposed method with rectangle and circle granules are 
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listed in Table 4 and Table 5. From the tables, we can see that the EERs of HLGGIF with 

rectangle granulation and with circle granulation are reduced by 0.974% and 1.392%, which 

has better recognition performance in accuracy than uni-level finger-feature recognition, and 

also showed that the matching time are reduced 0.08s and 0.024s, respectively. 
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Fig. 7.  The Recognition Results 

 

Table 3. The Matching Recognition Performances of Different Description Method  

with Rectangle Granulation 

Performance index LGIGF LGBP LGF 

EER(%) 0.108 0.344 0.733 

Matching time(s) 0.200 0.451 0.110 

 

Table 4. Matching Results from Proposed Algorithm with Rectangle Granulation 

Model layer 3 2 3-2 1 3-2-1 

EER(%) 1.075 0.201 0.210 0.108 0.101 

Matching time(s) 0.038 0.075 0.060 0.200 0.120 

 

Table 5. Matching Results from Proposed Algorithm with Circle Granulation 

Model layer 3 2 3-2 1 3-2-1 

EER(%) 1.536 0.287 0.301 0.154 0.144 

Matching time(s) 0.021 0.042 0.033 0.111 0.087 

5. Discussion 

In the previous studies, the FGs with rectangle and circle shape were adopt to effectively 

represent the feature structure of the fingers [26]. The method showed that the rectangle and 

circle granulation structure can effectively represent the finger-feature and improve the 

efficiency of matching. However, the used representations of FG were sensitive to rotation 

variation, it had no ability to solve the problem of variable poses in fingers. The comparison of 

different multilevel algorithms with same homemade database are list in Table 6. From the 
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table, we can see that the proposed method with rectangle granulation has best identification 

performance among these algorithms.  

 

Table 6. The Comparison of Different Methods with Multilevel Structure 

 Li et al Yang et al 
HLGGIF with rectangle 

granulation  

HLGGIF with circle 

granulation 

EER(%) 0.510 0.407 0.101 0.144 

Matching time(s) 0.089 0.064 0.120 0.087 

 

To effectively solve the finger-pose variation, some representation methods of FGs were 

proposed in our previous study. The recognition rate of proposed feature fusion method was 

better than Gabor orientation coding [27]. The results showed that the proposed method can 

effectively improve the finger-pose rotation invariance. However, it had higher illumination 

variation. To further improve performance of descriptor, a novel feature representation 

method was proposed by Gabor magnitude feature and ordinal feature coding [28].  
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Where ω and δ are the central position and the scale of ordinal filter, respectively. Np and Nn 

are the number of positive and negative lobe, respectively. Cn and Cp are balance coefficients, 

which is used to satisfy CpNp = CnNn. Due to more stable of difference filter with three lobes, 

Cp=1, Np=2; Cn=2, Nn=1 [17].  

Because of LGBP is more robust than GOM, the proposed algorithm is better than GOM in 

dealing with illumination and translation invariance of finger images, as shown in Fig. 8(a). 

Because of the circle granulation is more robustness than the rectangle granulation in rotation 

variability, the finger-feature representation result with circle granulation based on LGBP 

should be better than it with rectangle granulation. However, the proposed result with 

rectangle granulation is better than it with circle granulation in the practice, as shown in Fig. 

8(b). The preliminary studies indicate that some pixels are not described by the proposed 

algorithm, because of they are not included in circle granules, as shown in Fig. 8(c).  

Due to the inner regions of finger with less sensitivity to pose variation, the parameters of 

2D-Gaussian modal were used for weighing each FG in uni-model finger-based images [29]. 

The experiment results showed that the weighted intension representation method of FGs was 

better than un-weighted method in matching accuracy. The coefficients were obtained by 

following formula. However, the matching efficiency of weighted method was lower than 

un-weighted method. 
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Where, M and K are respectively the number of granules in rows and columns, mid(i) and 

mid(j) denote the center granule in ith row and jth column, respectively. 

As the above analysis, the weighing coefficients should be used in each layer of FGs in the 

future. Although it can increase the matching time, the hierarchical structure of feature fusion 
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can improve the matching efficiency, and the weighing coefficients have less influence on the 

effectiveness of matching processing. Moreover, the structure of convolutional neural network 

should be considered to improve the self-adaptability of the proposed hierarchical model. 

 

0 0.005 0.01 0.015
0

0.005

0.01

0.015

FAR

F
R

R

 

 

Zhong et al., 2015

The Proposed Method

EER

 
(a) The comparison with previous results 

0 0.005 0.01 0.015
0

0.005

0.01

0.015

FAR

F
R

R

 

 

The Proposed Method Based on Rectangle Granules

The Proposed Method Based on Circle Granules

EER

0.02 0.03 0.04 0.05 0.06 0.07

0.02

0.03

0.04

0.05

0.06

0.07

FAR

F
R

R

 

 

LGBP Descriptor Based on Rectangle Granules

LGBP Descriptor Based on Circle Granules

EER

 

(b) The comparison results of circle and rectangle granules based on different feature 

 

The missing part of 

finger-feature

 
(c) The missing information of finger-feature 

 

Fig. 8.  The Comparison with Results 

 



144                                                          Zhong et al.: A Multimodal Fusion Method Based on a Rotation Invariant Hierarchical Model  
for Finger-based Recognition 

 

 

6. Conclusion and Future Works 

To solve the issue that finger-pose is prone to variation during imaging, a novel finger-based 

feature representation method is proposed in this paper. First, FP, FV, FKP maps are obtained 

by even-symmetrical Gabor filter, respectively. Then, the finger feature maps are described by 

LBP and processed hierarchically in bottom-up mode by variable rectangle and circle granules, 

respectively. Finally, to improve the rotation invariance, the intension of each granule is 

described by LGF and named Hierarchical Local-Gabor-based Gray Invariant Features 

(HLGGIFs). The EERs of HLGGIF with rectangle granulation and with circle granulation are 

reduced by 0.409% and 0.357%, moreover, their efficiency are only reduced 0.056s and 

0.023s. Experiments show that the proposed algorithm has a preferable performance in 

enhancing the finger-based recognition accuracy.  

This work mainly focuses on solving the issue of finger-pose variable, the parameters of 

proposed method are not selected automatically for supreme recognition performance. Future 

studies may focus on the automatic selection of parameters, which can replace the process of 

parameter determination with empirical values. Moreover, the proposed method should be 

further improved in terms of time consumption and algorithm accuracy. 
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